Thinned random measures for sparse graphs with overlapping communities
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. _ _ Real-world data: posterior predictive accuracy
2. Nodes’sociabilities and community memberships

True 1. Fit model on fully observed data
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